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Abstract 
 

The maturation of artificial intelligence technologies, such as Machine Learning algorithms, Natural 
Language Processing (NLP), Automatic Speech Recognition (ASR), and Natural Language Generation, 
is transforming the way users interact with technology. With the increasing prevalence of voice 
interactions, it is crucial to understand the process of training conversational agents. This systematic 
review examines how human data is collected for training these agents, with a specific focus on datasets 
obtained directly from human participation in real-life contexts of need and use. The study follows the 
PRISMA guidelines, and searches were conducted in Scopus, Web of Science, and ProQuest databases 
in English, covering the period from 2005 to 2020, to provide a comprehensive overview of published 
practices until July 2020. A total of 22 papers were included in this review from the search iterations. 
The primary findings of these papers indicate a common use of learning from 
demonstration/observation and crowdsourcing methods in system training and dataset cataloguing. 
Additionally, techniques such as handwriting and sentence labelling, as well as Wizard-of-Oz based 
studies, were employed in the research. 
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Introduction 

Conversing with appliances, machines, and computers has become an increasingly common practice (Silva 
et al., 2020). This is possible due to advances in Natural Language Processing (NLP), a field of computing 
that enables the understanding of voice commands, allowing users to interact using natural language 
phrases (Rani, Bakthakumar, Kumaar, Kumaar, & Kumar, 2017).  
The popularity of this feature has grown due to the convenience it offers, as users no longer need to rely 
on manual input for giving commands or scheduling tasks. Intelligent personal assistants (IPAs), such as 
Alexa and Siri, are being used more frequently by diverse audiences. Speech has even become the primary 
form of interaction with home devices like Amazon Echo, Google Home, and Apple HomePod (Clark et al., 
2019). This new mode of interaction is a consequence of advances in Artificial Intelligence (AI).  
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To understand and respond to user commands, AI-driven machines require databases that are continuously 
enriched with new information generated from the use of the AI system itself (West, 2019). For instance, 
streaming platform Netflix suggests content based on a user's viewing history.  
Regarding speech-based resources, AI employs NLP to comprehend human-spoken commands and simulate 
appropriate responses. Chatbots, known as conversational agents, are an example of this approach. These 
systems are designed using characteristics of AI, Machine Learning, and NLP to receive user input and 
provide suitable responses, simulating a human conversation (Medeiros & Bosse, 2018).  
Since each system is used in a different context, its adaptability requires specific data and a thorough training 
process for the Natural Language Understanding (NLU) component, often involving human collaboration 
(Santos, Abreu, & Almeida, 2019).  
This systematic literature review contributes to the existing knowledge by understanding how human data 
is collected for training conversational agents. To define the search keywords, an open exploratory exercise 
was conducted across various databases to identify the most frequently used terms in scientific publications 
related to this subject.  
Following the selection of relevant terms, this review was conducted in accordance with the PRISMA 
guidelines, addressing both quantitative and qualitative aspects of a set of 22 articles identified in the 
SCOPUS, ProQuest, and Web of Science databases. The paper is divided into four parts. Firstly, the 
methodological procedures are described in detail. Secondly, the search results are presented.  
The third part highlights the main findings of this review. Finally, a discussion of the results and the 
conclusions summarize the key contributions of this review. The corpus of scientific papers used in this work 
revealed that crowdsourcing was the most common method integrating user experience for training systems 
that enable voice interactions, highlighting its ability to adapt to specific contexts and situations. 
 
 
Method 

The systematic literature review’s primary objective was to identify how human data is collected to train 
conversational systems. For this, we chose to select and perform the meta-analysis of the scientific papers 
based on the PRISMA search guidelines as proposed by Moher et al. (2009). The search was centered on 
three databases: Scopus, Web of Science and ProQuest (the language chosen was English).  
To obtain results consistent with the current reality, we chose to define the last 15 years (2005-2020) as 
our search period. On the other hand, there were no limitations of either, scientific area or type of document, 
all results were considered.  
The groups of terms, listed in Table 1, were based on the existing literature, an outcome of the initial 
exploratory exercise, as mentioned in the previous section. The selected words were introduced in the search 
equation combined with Boolean operators (e.g., "OR" and AND"). All searches were limited to the title, 
summary, and keywords of the articles. 
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Table 1 – Keywords defined for the systematic literature review 

 
Group 1 (agents or bots): Voice, conversational, utterance, bot, NLP, design, training, building, 
techniques, methods, tools, intent, entity. 
 
Group 2 (human support): Data setup, learning process, demonstration, neural network, dataflow 
model, intelligent systems, supervised learning, reinforcement learning, conversation, voice 
processing, speech recognition, dialogue system, user, human, behaviour. 
 
These changes ensure that the nouns and verbs are in the appropriate form (e.g., "building" 
instead of "build", "techniques" instead of "technique", etc.). 

 
 
The following criteria were considered to select papers for this review:  
 

i) the reported method uses empirical data resulting from the observation or measurement of 
human behavior;  

ii) the reported work has a system training objective; 
iii)  the paper clearly states how the system is trained;  
iv) the paper clearly states how human data is used to train a conversational system. 

 
A total of 602 results were identified in three databases, as depicted in Figure 1. After applying the selection 
criteria described in the previous section and eliminating 30 duplicate papers, 572 papers remained. Among 
these, 537 were excluded based on the analysis of the title and abstract.  
Subsequently, of the remaining 35 papers, 12 were removed due to lack of access to the full version of the 
document. After reading the remaining 23 papers, 4 were excluded for not meeting the research criteria. 
Finally, during the reading of the papers, 3 additional papers were identified and considered relevant to the 
research. These references were included in the systematic review process and went through the complete 
flow, starting from step 1. 
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Figure 1 - Search flow in the SCOPUS, ProQuest and Web of Science databases 

 
Source: authors, adapted from Prisma Method by Moher et al. (2009) 

 
 
 
The following section explains how the included studies depicted in Figure 1 (22 accepted papers) were 
obtained from the search process. The main themes are clustered within the context of the accepted 
papers. 
 

Results 

The results are organized into two sections to provide a better explanation of both search iterations 
conducted on the three databases. Both iterations yielded 11 papers each, resulting in a total of 22 papers 
as previously indicated in Figure 1. The key findings are categorized and presented in tables, indicating the 
number of unique papers in which they were found. 
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First search iteration: Training methods for conversational systems 

To investigate the current practices employed in training conversational agents, two queries were conducted 
in each of the databases. Initially, keywords from the first group were combined, and then the terms "intent" 
and "entity" were added as they are commonly used in this context to refer to user requests made to the 
system (Gnanaguru, 2020). After inspecting the abstracts, a total of 15 articles were selected.  
Among these, 5 were excluded due to limited access to the full papers, 2 were excluded after a thorough 
review of their full content, and 3 were added from the references of the accepted papers. Consequently, 
the first search process yielded 11 selected papers for the meta-analysis. 
The main themes extracted from these papers were categorized based on their purpose (i.e., which system 
was being trained or the main reported goal), training method, and system analysis method (not a 
systematic review objective). The clusters resulting from the analysis of the first iteration's 11 papers are 
presented in Table 2, along with the corresponding number of unique papers in which each cluster was 
found. It's worth noting that some papers may fall into multiple categories simultaneously. 
 

Table 2 – Key findings from the 1st systematic review iteration, clusters, and related number of unique 
papers 

Purpose (system/paper) 
Chatbot 3 
Method to generate initial discourse data 3 
Method to identify intents and entities 3 
Conversational system 2 
Intent classification method 1 

Training/research methods 
Study of current practices 3 
Crowdsource  3 
Artificial/deep neural network 2 
Coded 1 
Labelled transcribed dialogues  1 
Dataset of example utterances 1 

Analysis method 
Wizard-of-Oz 1 

 
 
The accepted papers primarily focused on the following research areas: chatbot training (3 papers), methods 
for generating a dataset of initial bot utterances (3 papers), and techniques for identifying intents and 
entities (3 papers). Additionally, there were 2 papers that addressed the training of conversational systems 
without specifying the exact scope, while 1 paper presented a method for intent classification based on user 
utterances. 
Relating to methods, 3 articles reported on current practices, 3 used crowdsourcing for bot training, 2 
employed neural networks, 1 involved manual coding of the bot (without a continuous learning mechanism), 



 
6  OBS* Journal, 2022, 17(2) 

 

1 relied on manual labeling of transcribed dialogues, and 1 paper mentioned having a dataset of example 
utterances. 
Not being a primary research objective, it is noteworthy to highlight that one study reported using the 
Wizard-of-Oz method to analyze their final conversational agent. This method involves participants 
interacting with an interface, unaware that the system feedback is actually being provided by an unseen 
human rather than the computing system. 
 
Second search iteration: Methods for system training based on human empirical data 
 
The second iteration of the systematic review aimed to examine how human data is collected and used in 
other areas of system training. To achieve this, two queries were employed. The first query included 
keywords such as data setup, learning process, demonstration, neural networks, dataflow model, intelligent 
systems, supervised learning, and reinforcement learning, in combination with terms like conversation, voice 
processing, speech recognition, and dialogue system to gather relevant studies related to communication. 
For the second query, the communication-related keywords were replaced with user, human, and behavior 
to gain a broader perspective. 
The analysis of abstracts resulted in the acceptance of 20 papers. However, 7 of these papers were 
unavailable despite requests and were subsequently excluded. After conducting a full review of the 
remaining articles, 2 additional papers were found but did not meet the inclusion criteria and were excluded 
as well. No papers were added from the references. In total, 11 additional papers were accepted for the 
review process. 
The clustering of themes in this iteration followed the same criteria as the first systematic review iteration, 
focusing on the main purpose or system being studied, the stated training method(s), and, if mentioned, 
the analysis method of the respective system. All these clusters are detailed in Table 3. 
 

Table 3 - Key findings from the 2nd systematic review iteration, clusters and related number of unique 
papers 

Purpose (system) 
Humanoid robot 2 
Human interaction simulator 2 
Assistive system 2 
In-car multimodal system 1 
NPC bot (gaming) 1 
Recommender system 1 
Chatbot 1 

Training methods 
Demonstration from an expert (behavior and/or speech) 7 
Speech capture (utterances) 2 
Example images 1 
Sample dialogues 1 
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Interaction logs (interaction with interface) 1 
Coded, autonomous 1 

Analysis method 
Turing test 1 

 
 
In terms of system purpose, 2 papers are focused on humanoid robots, 2 papers discuss human interaction 
simulators, and 2 papers are related to assistive systems. Additionally, there is 1 paper each for the following 
themes: in-car systems, NPC bot, recommender system, and chatbot. 
Regarding training methods, 7 studies report the use of learning from demonstration methods, which include 
both physical behavior and speech. Furthermore, 2 studies specifically address speech (utterance) capture. 
Each of the following themes is mentioned in 1 paper: example images, sample dialogues, interaction logs 
obtained from user interface interaction, and a coded mechanism with autonomous features. One of the 
studies also refers to Turin tests as an analysis method. 
 
Findings and meta-analysis 
 
This section aims to provide a comprehensive expansion of the systematic review findings by discussing the 
key trends that have been identified and briefly summarized. The first subsection introduces a state-of-the-
art overview of systems training using human empirical data, providing a broader perspective. The second 
subsection delves into more specific methods for setting up conversational systems based on user 
experience. 
 
System training based on human empirical data 
 
Among the various research contexts, the most commonly observed method of system training based on 
human data is learning from demonstration/observation, as evidenced by seven different documents (refer 
to Table 3). Less frequently mentioned methods include the use of interaction logs (Z. Li, Kiseleva, De Rijke, 
& Grotov, 2017) and autonomous data collection with network-shared knowledge (Ahrndt, Lützenberger, & 
Prochnow, 2016). 
Learning from demonstration appears to be particularly prevalent in the training of humanoid robots. These 
robots, equipped with deep reinforced learning capabilities, are capable of speaking, listening, gesturing, 
and learning. The training process involves utilizing example images, labeled videos, dialogues, or physical 
demonstrations performed by humans (Cuayáhuitl, 2020; G. Li, He, Gomez, & Nakamura, 2018; Moro, Nejat, 
& Mihailidis, 2018). 
This training method is also applied in digital robots, such as those used in gaming environments (Lee, Luo, 
Zambetta, & Li, 2014), assistive agents (Ahrndt et al., 2016; Diaz, Girgis, Fevens, & Cooperstock, 2017; 
Fenza, Orciuoli, & Sampson, 2017), and human communication simulators (Novikova, Lemon, & Rieser, 
2016; Vanzo, Part, Yu, Nardi, & Lemon, 2018). 
Neural networks play a crucial role in capturing the ideal behavior demonstrated by humans (Diaz et al., 
2017). As mentioned by G. Li et al. (2018), when agents operate in human environments, which are 
prevalent in real-world applications, the ability to interact successfully becomes a key factor for system 
success. 
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An interesting method in the context of learning dialogue policies is applied by Doering, Kanda, & Ishiguro 
(2019). In their work, a physical scenario is configured to collect human-human interactions, which are then 
used to simulate speech interactions in purchasing scenarios. 
 
Conversational systems setup 

Focusing on the main objectives of chatbots, Ayanouz, Abdelhakim, & Benhmed (2020) highlight several 
limitations inherent to these systems. They mention the rigidity of rules, which hinders their ability to respond 
effectively to unforeseen scenarios, as well as the lack of contextual understanding, which leads to various 
conversation issues. Huang, Lasecki, & Bigham (2015) further emphasize that existing dialogue systems 
have limited scope, struggle with the complexity of natural language, and are expensive to develop. 
To address some of these challenges, conversational systems heavily rely on a comprehensive knowledge 
base. Bapat, Kucherbaev, & Bozzon (2018) emphasize that the user experience of chatbots is highly 
dependent on the performance of the Natural Language Understanding (NLU) model, which in turn heavily 
relies on the initial dataset used for training. These datasets consist of user utterances, including labeled 
phrases, paraphrases, and their corresponding intents, along with grammatical variations and prompts 
(Wang, Bohus, Kamar, & Horvitz, 2012). 
 
Methodological approach 
 
Two main approaches related to the collection of user experience data are outlined in this review: 
crowdsourcing and handwriting and sentence labeling, with some cases integrating both tactics. Additionally, 
the Wizard-of-Oz approach is used for data collection and system analysis, although it can be costly. 
 
Crowdsourcing 
In crowdsourcing approaches, participants are provided with an initial utterance and asked to paraphrase it 
into new expressions and variations. Wang et al. (2012) explored different methods in crowdsourcing data 
acquisition, including providing an initial sentence, scenarios (storytelling), or list-based descriptions.  
The diversity of user requests should be covered in the initial training data. Crowdsourcing approaches have 
the potential to enable conversational systems to continuously learn and improve over time. Huang et al. 
(2015) introduced a framework that involves gathering information from web APIs through crowd validation 
and translation of API results into natural language sentences. 
 
Handwriting and sentence labeling 
Expert-built conversational templates have limitations as they address only a small subset of ways to refer 
or ask for information. In this method, domain experts generate hand-crafted, domain-specific grammars 
and placeholder dialogue templates.  
These systems are not scalable, highly domain/context-specific, and costly. Gupta et al. (2006) propose a 
scalable system that uses transcription and analysis of user speech data to create a classifier model for 
understanding callers' intents and named entities. The classifier model integrates hand-crafted classification 
rules with rules learned from data. 
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Wizard-of-Oz 
The Wizard-of-Oz approach involves collecting speech data and analyzing the final system, but it can be 
expensive. It allows researchers to understand user interactions and fine-tune prompts, gather intents, 
utterances, and entities.  
Ayanouz et al. (2020) suggest that end-to-end neural networks are replacing manual methods, proposing 
an API with an initial dataset and a delexicalization technique for incremental extension. Leggeri et al. (2018) 
propose a method based on sentiment analysis to dynamically increase and adapt the communication 
dataset in real time. 
 
Discussion 
Training an AI conversational system requires user utterances, intents, and entities. These parameters are 
dependent on user dialogue, emphasizing the importance of nurturing the system with human data gathered 
from natural interaction contexts and situations.  
Employing human-centered, user experience research techniques could be promising for gathering data in 
smaller and context-specific interaction scenarios. Interviews and workshops with experts and local clients 
can help understand communicational needs and experiences. Understanding the why and the specific social 
or cultural context of conversational instances is crucial. Systems trained with person-centered dialogue 
methods may be better accepted by potential end-users. 
 
 
Conclusion 

The systematic literature review presented in this article provides compelling evidence for the recurrent use 
and positive outcomes of training systems based on human empirical data. While the review is limited to 
specific databases, a total of 22 articles met the inclusion criteria outlined in this study, shedding light on 
the trends in incorporating human-based data collection methods for training AI systems. 
Among the identified methods, learning from demonstration and crowdsourcing emerged as the most 
common approaches for training intelligent systems with human data. The review identified 7 studies 
utilizing learning from demonstration and 3 studies employing crowdsourcing as effective strategies for 
system training. 
By leveraging these methods, AI systems can acquire a deeper understanding of how real people 
communicate, enabling them to better comprehend user requests. This finding underscores the significant 
potential of the reported methods in training AI-based systems, particularly in smaller or specialized 
contexts. 
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